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1. Introduction

1.1 Purpose o f This Document
User d ocumentation ofthe UNICOS LHC LOGGING DB component

1.2 Definitions, Acronyms and Abbreviations
A WinCC OA: WinCC Open Architecture, previously PVSS

UNICOS : UNified Industrial COntrol System
DS: UNICOS Data Server, a computer running a WinCC OA project
OWS: UNICOS Operat or WorkStation, a computer running a PVSS UlI.

Application: set of DS and WiIinCC OA projects.

DP: WIinCC OA data point .

DPT: WIinCC OA data point type.

DPE: WinCC OA data point element.

API: Application Programming Interface.

DB: Data Base

RDB Archive: WinCC OA value archive for high performance  data storage
LDB: Central Logging D ata Base of CERN

> > > > > > > D> D> P

2. DESCRIPTION

The UNICOS LHC Logging DB component is a configuration and monitoring  tool, which
isusedto setup data transfer from RDB  Archive to the central logging database (LDB).

Data is being transferred by database transfer jobs directly , so no additional API-
Manager (as in the previous logging solution) is needed.

In order to configure and monitor data transfer from RDB-Archive to LDB the LHC
Logging DB component needs to have a permanent database connection. Concretely it
has to be connected to the database schema RDB2LHC of the dedicated database
server .

The LHC Logging DB component heavily depends on  CtrIRDBAccess (for database
access) and RDB Archiver (for  pushing datato RDB Archive ).

The LHC Logging DB component is composed of:
1 WinCC OA panels to set up and monitor data transfer
1 WinCC OA scripts used during installation  and for system integrity checking
1 WIinCC OA libraries containing shared functions used during run-time .
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3. IMPORT FILE FORMAT

LHC Logging DB import files contain information that is necessary to register a set of
signals or data points for logging.

They include the following fields

1 Name: Name of the signal in LDB, internally called VARIABLE_NAME
DPE: Name of the DP Element, internally resolved to ELEMENT _ID
Alias: Name of the DP Alias, internally resolved to ELEMENT _ID
Description : Description of the signal
Hierarchy : Hierarchy of the signal in LDB

= =4 -4 A

DPE and Alias can be specified in different ways:
1 DPE only: Full data point element name
1 Alias only: Alias of the data point element
1 Alias+ DPE: Alias of the data point + element extension

Important note:

1 Names must not exceed 50 characters

1 Hierarchies must not exceed 255 characters
1 Description must not exceed 259 characters
1

Attribute texts should not contain any special characters,
stick to ASCII encoding to avoid automatic replacements

Other metadata that is needed for logging configuration (e.g.: RDB_SOURCE, OWNER)
is automatically extracted from the WinCC OA project, so there is no need to put this
information into the import file.

3.1 TEXT IMPORT FILES

Text import files have been introducedt o preserve backward compatibility to the old
LHC Logging solution, so that import files from old logging can still be used to
configure LHC Logging DB.

[ RDBArchive]
dpe= _unSystemAlarm_DS Comm__unPlc_CFP_2865 FSSF8.alarm
alias=
name= CFP_2865_FSSF8:COMMUNICATION
description= Communication CFP_2865 FSSF8 to DS driver
hierarchy=<node name="CRYO"><node name=" DIST"></ node></node>
format=

dpe=ProcesslInput.evStsReg02
alias=TEST_DEV_1
name=TEST_DEV_1.evStsReg02
description=SU8 CO  OLING PLANT
hierarchy=<node name="CRYO"><node name=" DIST "></node></node>
format=
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Sinc e there is only one RDB Archive
any more, but it still has to be present in the file.
ignored but it still has to be specified without any
used, it still has to be present with an empty value.

Important note:
1 Text import file format is deprecated
1 It will not receive any new features
1 Support for it will be eventually fully removed

3.2 XML IMPORT FILES

the archive tag [ RDBArchive]

~

has no meaning
fif or makeio g
If an attribute is not being

Also the attribute
value.

in favor of XML import file format

XML import files contain the same information

as text import files, but the information

is structured in a different way. One advantage of the XML import filesis that all
information of a signal can be displayed in a single line. It is also possible to add xml

comments (<! -- é-->) to the file or to comment out

specific signals, that need to be

ignore d during import.

<?xml version="1.0" encoding="I1SO 8859
<configFile
<configData group="default">

<signal name="" dpe=" " alias=""
<signal name="" dpe=" " alias=""
é
é

</configData>

</configFile>

When using XML import files the representation of hierarchiesis different . T he name of
each node is being displayed using the del i mit
E.g.:. hierarchy="CRYO/ DIST"

version="1" application="unLHCLoggingDB">

-1" 7>

description=
description=

hierarchy="" />
hierarchy="" />

er



LHC -UNICOS

[ LHC Project Document No. 1726744

)

Page 8 of 37

4. USER INTERFACE

The LHC Logging DB user interface contains panel s to setup, confi gure and monitor

data transfer to LDB. From the UNICOS main panel LHC Logging DB can be accessed
via (1.) UNICOS button A Configuration A LHCLoggingDB as shown in below figure

Note that the menu entry for LHC Logging DB might not be the first one on the menu.
3 unicosHMI_1
1.
L
« T| |
[
LHZ Logging DE
Management + SwnopticLocator
Recipes >
Figure 1: LHC Logging DB menu
4.1 SETUP
Setting up LHC Logging is a complex operation that require s actions from three
departments. Please contact Icecontrols.Support@cern.ch well in advance as the steps

to be followed will take at the very least a few days.

Before a project can be used it hasto be ensure d that:

1 A schema has been created for the project in RDB
RDB Archiving is installed an properly set up
unLHCLoggingDB is installed and properly set up
Data Categories for the project have been created
Logging Users for the project has been created and configured
Data Category Mappings have been created

= =4 —a -—Aa -8

For more details see  Procedure to letup RDB Archiving and LHC Logging DB

~
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4.2 LOGGING CONFIGURATION

The LHC Logging DB component provides a set of panelsand tools for logging
configurati on. The following chapters will explain how and when to use them.

4.2.1 MANAGE CONFIGURATIONS

The concept of configurations has been introd uced to define the content of an import
file on a higher level of abstraction . Itallows to specify certainrules, whichc an later
be used to generate import files in areproducible way.

£ ) configuration - ()

LHC Logging DB Configuration

Configurations available

Manage Configurations

Configuration Usage Maintained Import File X
Generate Production Generated unLHCLoggngDBConhg.txt
Test Generated unLHCLoggingDBConfig.xmil
Import
Delete
System Integrity 1.
s
Settings 2 : 3 Ll
) Configuration sefings
Admin Tools
2. Confguration. | Default
3.mmportle:  |unLHCLoggingDBConfig.txt
4. usage: ® Producion ( Test 5.  Manually maintained 6.0 Text XML
7. User tunction: |unLHCLoggingDBUserLib_getDeviceinfo_UNICOS check |8.
9. Data retrieval No intemal DPs @ Include intemal DPs
10. Reduction ¥ Devices ¥ System Alarms | Others
11. Naming Force DPE usage
12. Filter pattems: *.PosSt %
A
Apply Cancel
[S Close
Figure 2: Manage configurations
A project can have multiple configurations (e.g.: one production configuration and

some test configurations or many production configurations, where each configuration
represents a different application within the project )

=
If there is no configuration entry, click —”l button (1. On the figure)  to create one.

~
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A configuration contains the following settings
1 2. Configuration: A unique name to identify the configuration (no spaces) . The
name of an already existing configuration cannot be modified.
1 3. Import file: Name of the import file that belongs to this configuration
Itis necessary to manually add the .xml extension if it is an xml file.

1 4. Usage: Toindicatethep ur pose of the configurati.on:

Test configurations will not be automatically checked for consistency.

1 5. Manually maintained: Used to disable the use of a user f unction. A manually
maintained configuration must be maintained by hand and cannot be
automatically generated with a user function

1 6. File format: Format of the import files that are being created by the user
function. (6textd or in 6xmlod)

M 7. User functio n: If users want to use the import file generator, they need to
specify the name ofthe i u s fumction 6, whfornestthe 6 named and
from full data point element name. The existence of this function can be
checked using the check button (8.) to the left of the form field. More d etails
on the definition of the user function can be seen below.

1 9. Dataretrieval:  To specify if internal data points , thatis data points starting
with an underscore,  should be included or not

1 10. Reduction: Include devices, system alarm and other data points . Other
data points include any and all data points that are not devices or system
alarms.

1 11. Naming: Specify data points as ALIAS+Extension or force DPE usage
1 12. FEilter patterns:  To only include DPEs which fitinto  specific pattern

Note: If the built -in import file generatoris used , a user -function with the following
signature needs to be provided and the containing library needs to be include din the
project & config uration file (sections [ui] and [ctrl]] )

/**

@param sFullDpeName input, Full data point element name

@param sName output, Signal name

@param sDescription  output, Description

@param sHierarchy output, Activity/Location/App [. /Nature/Domain
@param sDpAlias output, DP Alias

@param sDpeExtension output, element extension

*

public void THE_NAME_OF_  THE USER_FUNCTION (
string sFullDpeName,
string &sName,
string &sDescription,
string &sHierarchy,
string &sDpAlias,
string &sDpeExtension)

~

6 hii

Opr c

er al
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Note: Set sHierarchy t o AERRORO i f the function cannot |retr,]
information. Set it to fil GNOREO if a certain tlype
(e.g. where description matches SPARE or RESERVE)

Note: If the built -in import file generator is not used because the user can provide the

import files in a different way, a manually maintained configuration should still be

created for each import file. Configurations help to keep track of the import files and
they also allow to make use of some nice features concerning consistency checking.
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4.2.2 GENERATE IMPORT FILES h

Note: Generating an import file will overwrite the existing import file specified. Always
make a backup before generation.

Import files can be generated with the Generate panel, which provides  following
functionality

1 Generate an import file by retrieving data, marking signals for logging (all
except ignored) and saving the result as a file.

1 Retrieve data from RDB and d isplay signals that match the criteria given by

the specified conf i guration by clicking the ARefr
o Signals with hi ervalrbeHghlighiedE R R@R ¢ which is
useful for debugging the user function.
o Signals wi t h hi er ar c hwill bé highligl@e E dan grey, which
indicates that they will be not included in the import file.
0 Theinfo -column will provide useful information about invalid characters
and character replacements beiThigcolunnlc o
not visible on  the screenshot below, but can be seen by scrolling to the
right in the panel.
1 Mark signals for logging : Markall § 6 Mar k vi si bl ed o buttdndhallr k
select the signals to be included in the import file. They will not select signals
that are ignored.
1 Save will create an import file containing all marked signals overwriting the
existing file. Please be sure to always make a backup.
& () configuration ~ ®
LHC Logging DB Configuration 4
Generate config file
Manage Configurations Configuration | Default :|®@llc Mark all Mark from DB
Generate
Generate Import file data/unLHCLoggingDBConfig txt || Mark visible Unmark all
Import * * |* |*
Delete Available Elements (right click for options) Marked: | 2117/2903
Log Name Description Hierarchy =
System Integrity v [ cooL S/
v
Settings Y
v
Admin Tools 4 -
v V. omm
v DO.F Commande
v ure vanne IS
v )DO.F Commande ouvertu vanne
v 3CDO.F Commande fermeture vanne LA
v
v Tt&-1—L)tV JibF 8 _VMAS DO.F Commande ferr
v, TEST_DEV_2_SF_8 VMAB )DO.F Commande ouvert:
¥ TEST_DEV_2_SF_8_ VM 01CDO.F Commande fermet
¥| TEST_DEV_2_SF_8 VM DDO.F Commande ouvertu
¥, TEST_DEV_2
¥ TEST_DEV_2.
v -
¥| TEST_DEV
¥ TEST_DEV
v TEST_DEV
v
v) TEST_DEV_2
v
v DDO.F Commande ouverture vanne ARRO C /dist/COOL_SF8/DO/CO L_il
ignored {7881 Infos [HBBIN Errors 0
Consistency Close |
Figure 3: Generate Import File

esho

| umn

from
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Thelabel s é6Mar kedo6 , 601 gnor erdvide useful nniewics 6abautthd 60 Er |f or s ¢

state of the import file, that is going to be created.
Note: You may right click on any row and choose enable columns for full
alias and DPE extension, which can help when debugging errors.

DPE name,

4.2.3 IMPORT LOGGING CONFIGUR ATION

The import panel

isusedto append and modify signals to the central logging

configuration
username and password

in the database.

Operators need to  authenticate with a dedicated
to be allowed to change the logging configuration.

New signals are stored in import files, which are held by configurations. After choosing
a configuration for import, the name of its import file is shown in the text box above.

Before ani mport file can be appended to the central configuration
be checked for errors. The check reports
forbidden characters, and

on name clashes, duplicated entries,

on DB it needs to

or that have

data points that do not exist on the project
mismatching aliases and data point elements specified

Please see chapter 5 .2 for conflict types and the ir resolutions.

& () configuration

Only LHC Logging DB Experts are allowed to change the logging configuration!

scada

| Auth. H

Manage Configurations

—Import Configuration
Generate

Import file: unLHCLoggingDE_Config.txt .n

F ggingUB | g . Check

Import Configuration: RS0

Data Consistency Append
Data categ: |DATA/CATEG ]

Delete g [ ]

. — Report

System Integrity o ) ) )

P Erors detected, resolve conflicts {right click for opiions) Conflicts: 252

Settings Severity Conflict Type Description
WARNING REPLACED CHARACTERS Invalid characters replaced in 'Descri
Admin Tools ERROR NAMED SICh Old Name: 'PCO_01.EVSTSREGO1' ne

Cop Iie to clipboard
Copy cell to clipboard

Resolve conflict 4 Delete renamed signals
Rename renamed signals

Warnings: ] Ermrs:-
[Vie‘w Signals ... ” Consistency ... H Close l
Figure 4:Import Logging Configuration
Note: Invalid characters in attribute Description will be replaced accordin gtoa

substitution list. If a character is not present in the list or in the whitelist | itwillb e

J
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completely removed.  For the substitution table see 6.2.1 REPLACED CHARACTERS. For

the whitelist see  6.3.1 Invalid Characters

Note: When appending signals that are already registered for logging the ir metadata
(DPE, description, and data category) will be updated on the central logging
configuration but the changes will not be propagated to LDB. When appending a

signals having different hierarchies , the old hierarch ies will remain and must be
deleted manually .

4.2.4 DATA CONSISTENCY CHE CK

The data consistency check panel was designed to compare logging configuration in
DB with logging configuration in one or many import files.

& () configuration = ® ®
Data Consistency ?
3 —Data Consislency —
. Configuration Usage Config Fle Check
Manage Configurations AL, (RREREREERL 1.1 (5 2l :
‘Default Production unLHCLoggingDB_Config.txt ¥
Check
Generate ¢
Import
Generate files
Signals found: Elements in table: 54

Delete Signal Name Exists in File Exists in DB Matches Information E
System Integrity
Settings

Admin Tools

Time checked: | 2015.12.18 15:27:43 Signals in Files: 53 SignalsinDB: 53| Enors found: [T
C || Create Report Close

Figure 5: Data Consistency Check

By default all production configurations will be marked for checking, but the user can
also mark test configurations to simulate changes that would result from importing
certain files.

I f checkbox 6Generate f il emport ifiles wéllbb@deremtdd foralle mp g

marked configurations and to be used for the comparison. This option only makes

sense, if the configuration is using a user function to generate the file. If the check
box is not checked, only the signals that are specified in the import file will be checked
for consistency.

rary
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Hint : Make sure that the library containing the user function for import file generation
has been added to the projects config file in sections [ui] and [ctrl] otherwise option
6Generate filekd will not wor

Note: The panel is only used to trigger the integrity check and display the result in the
table. The actual check is being executed in the system integrity control manager
(usually manager number 41)
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42,5 DELETE LOGGING CONFIGURATIO N
In some cases it is necessary to delete  signals or hierarchies from the logging

configuration on the database of
will not be propagated to LDB.

a specific project

Note: Deletion of signals or hierarchies only marks them deprecated. To d
obsolete signals or hierarchies in LDB, you must contact

. Deletion of signals or hierarchi

acc-logging -support@cern.ch

es

elete or

When does deletion of

signals or hierarchies make sense?

1 Delete signals and hierarchies
than the previous one to preserve

1 Delete signals and hierarchies,

, if the new configuration contains

data consistency.

if the new configuration contains renamed

signals and

there is no need to keep

continuous history

fewer signals

1 Delete only h ierarchies , if there are multiple hierarchies for the same signal
(note that this will not be propagated to  hierarchies on LDB).

Q o Configuration = @

LHC Logging DB Configuration scada

Only LHC Logging DB Experts are allowed to change the logging configuration!

Manage Configurations

Delete Configuration

Generate

DB Schema: Mum Signals:

Systems: Mum Hierarch:

Import

* * * Hierachies ol
System Integrity Signals registered for logging: Signals shown in table: | 3657

Signal Name Element Name Hierarchy =
Settings TEST_DEV_1_UPEAB02TIME.PC dist_1:un-CFP_2880_F55U8-CC CRYO/dist/COOL_SU:i

TEST_DEV_1_UPEAB02_POSTF(dist_1:un-CFP_2880_FSSU8-CC CRYO/dist/COOL_SUi
Admin Tools TEST_DEV_1_UPEAB02_RESTAFdist_1:un-CFP_2880_F55U8-CC CRYO/dist/COOL_SUi

TEST_DEV_1_UPEABO3TIME.PC dist_1:un-CFP_2880_FSSU8-CC CRYO/dist/COOL_SU:
TEST DEV_1 UPEAB03_POSTF¢ dist_1:un-CFP_2880_FSSU8-CC CRYO/dist/COOL_SU:
TEST_DEV_1_UPEAB03_RESTAF dist_1:un-CFP_2880_FSSUB-CC CRYO/dist/COOL_SU:
TEST _DEV_1 UPEB801TIME.PC dist_1:un-CFP_2880_FSSU8-CC CRYO/dist/COOL_SU:
TEST DEV_1 UPEB801_RESTAFdist_1:un-CFP_2880_FSSUB-CC CRYO/dist/C

TEST DEV_1_UPEBB803TIME.PC dist_1:un-CFP_2880 FSSUS-CC CRY

TEST_DEV_1_UPEB803_RESTAF dist_1:un-CFP_2880_FSSU8-CQ CRYO/dist/C
TEST_DEV_1_UPEBSO04TIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist

TEST DEV_1 UPEBB04 RESTAfdist_1:un-CFP_2880_FSSUS-CGC CRYO/dist/COOL_SU:
TEST_DEV_1_UPEBBOSTIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1 UPEB805_RESTAldist_1:un-CFP_2880 FSSUS-CC CRYO/dist/COOL_SUi
TEST_DEV_1_UPEBBO6TIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1 UPEBB06_RESTAf dist_1:un-CFP_2880 FSSUS-CC CRYO/dist/COOL_SUi
TEST_DEV_1_UPEBBO7TIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1 UPEBB07 RESTAf dist_1:un-CFP_2880 FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1_UPEBBOSTIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST_DEV_1_UPEBB08_RESTAI dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1_UPKABO1TIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1_UPKAS01 RESTAF dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi
TEST DEV_1 UPKAS02TIME.PC dist_1:un-CFP_2880_FSSUS-CC CRYO/dist/COOL_SUi

Figure 6: Delete Logging Configuration
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4.3 DIAGNOSTICS

4.3.1 SIGNAL OVERVIEW

The signal overview panel provides inform ation about a |l signals , which are registered
for loggingina certain database schema. This panelis accessible from the Import
panel by clicking the View Signalsé button.

By default the database schema of the current project will be selected, but since

multiple schemas share the same database it is also possible to view signals from
other systems or to connect to another database and view the schemas and signals
registered there.

£ () Main Diagnesti & ®
Database Filter
User@database: | RDBZLHC@INTOB1 3| | Selectdefaut 0B | E Signal name: Element nams: |*
Database schema; | RDBTESTO1 B Select my system | Data calegory.  * Hierarchy name:| *

Signals registered for legging: Signals shown in table: | 8817

Signal Name Data Category

Records Logged Time Logged

Logging Requirec Reg. for Logging  Transfer Group

Y

Job monitor ... Close |

Figure 7: Signal Overview

Columns shown by default:

1 Signal Name : Name of the signal in LDB

1 Data Category : Category thatwas chosen before import

1 Lodgaging Required: Indicate s, if signal should be logged

1 Registered for Logging: Indicate s, if sig nal has been picked up by transfe r job

1 Transfer Group: Id of the dedicated transfer job

1 Records Logged:  Number of records transferred to logging during last 5 min .
The number of records that can be considered normal depends on the signal S
frequency .

i Time Logged: Time stamp of last value transferred to logging

Additional columns and options can be opened by right click on a signal in the table.
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(" 4.3.2 TRANSFER HISTORY h

The transfer history panel provides a h istorical listing of  data transfers to LDB for a
specific signal. The user can specify the time range, but beware of specifying a too
long range, because queries & | oad on t hcanbd ety hdawy s @and can take a

considerably long time

Table ¢ olumns :
i Time Created: Timestamp when data chunk was proc  essed by the transfer job

1 FEirst Checked: Timestamp of first value in the chunk
1 Last Checked: Timestamp of last value in the chunk
1 LastlLogged: Timestamp of last value transferred to LDB
1 Records Checked: Number of records found between timestamps
1 Records L ogged: Number of records transferred to logging
L] "_\ Transfer History <@cs-ccr-ciet56.cern.ch> _— = ®
Transfer History 2
—Details
Variable Name: ICEIWMB_SAB_ORSB COMPUTETIME Data Category |C|ET_5GJ’DEFAULT
DpE Mame: ICIET_58_un-CFC_SAS_QRSAEI_B-Q"D‘“ g D0001F P Data. E Timea RDEB Source: |CIET_5G.EVENTHISTORY
Hierarchy: |CRYOICIET!OAR58IWFIPSagmsnb’SEGMENT Owner name: |CIET Cryogenics Data; E. Blanc
Description: |vzn1 5 _03_03 -- Sog. CBWMB-SA6-QRS5B  Logging Reguired F Reg. for Logging
Filter
start [20/08/2015 [132505 o j Now | oo e
_ Ri
End: [20/08/2015 [12:2503 j now | [ Loca cload
Transfer History: Elements shown in table: |12

Time Created Last Checked Last Logged Records Checked Records Logged

First Checked

598
=

Figure 8: Transfer History

Note: The number of records checked and records logged can be different depending

on the timestamp of the Last Checked and Last Logged. Any discrepancies when the
load on the transfer jobs is normal and there are no system integrity manager

indicates a problem.
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(" 4.3.3 TRANSFER JOB MONITOR ING )

The transfer job monitoring panel shows the current status of all transfer jobs.

Figure 9: Transfer Job Monitoring

1 Job Name: Name of the transfer job (  trailing numberis  transfer group)
1 Job Enabled: Indicates whether the job is enabled

1 Job State: Current operation stage of the job . Most commonly SCHEDULED or
RUNNING . See next page fora table of possible states and their descriptions.

i Last Start: Timestamp of the last job execution

1 Run Duration: How long did last job execution take . This depends on load and
amount of data that was transferred

T NextRun: Timestamp of the nextjob execution

1 Job Load: Ratio between run duration and job run interval . If load gets too big
the job doesnbédtfinihabefere thd nexeruntsioould be started. It is
important to balance loads between jobs as equally as possible.

When s electing a certain transfer job in the table, details will be displayed below:

1 The left text box shows information about the actual work the tran sfer job is
doing. Possi bl e entllect dat adged ad ka égijsterovar i abl esd o
0 rgister hierarc hi es 6

1 Theright graphic  shows historical load information of the selected job
0 Querytime: How long did it take to query value changes
o Transfertime: How long did it take to transfer values to LDB
o Row count: How many values have been transferred to LDB











































